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Abstract: The autonomous navigation of aerial robots in unknown and complex outdoor environ-
ments is a challenging problem that typically requires planners to generate collision-free trajectories
based on human expert rules for fast navigation. Presently, aerial robots suffer from high latency
in acquiring environmental information, which limits the control strategies that the vehicle can
implement. In this study, we proposed the SAC_FAE algorithm for high-speed navigation in complex
environments using deep reinforcement learning (DRL) policies. Our approach consisted of a soft
actor–critic (SAC) algorithm and a focus autoencoder (FAE). Our end-to-end DRL navigation policy
enabled a flying robot to efficiently accomplish navigation tasks without prior map information by
relying solely on the front-end depth frames and its own pose information. The proposed algorithm
outperformed existing trajectory-based optimization approaches at flight speeds exceeding 3 m/s in
multiple testing environments, which demonstrates its effectiveness and efficiency.

Keywords: deep reinforcement learning; soft actor–critic; focus autoencoder; unmanned aerial
vehicle; autonomous navigation

1. Introduction

Flying robots are among the most flexible man-made robots developed to date. With
their high level of maneuverability, these robots can navigate through complex and chal-
lenging environments, including natural forests and modern urban buildings, and they
can reach areas that most other human-made robots cannot. Their flexibility has led to the
development of numerous applications, including environmental mapping [1,2], patrol in-
spection [3], search and rescue [4], logistics automation [5], entertainment performances [6],
and agricultural automation [7]. Flying robots have an incredible level of autonomy, thereby
enabling them to achieve previously impossible missions. To this end, the autonomous
navigation capability of a flying robot enables it to safely interact with the environment
and fly to its destination automatically without human intervention.

The autonomous navigation capability of the flying robot enables the aircraft to safely
interact with the environment and fly to its destination automatically without human
intervention. After years of continuous development and research [8,9], many previous
research efforts have led to the development of flying robots in the field of full autonomy,
thus freeing the hands of human expert pilots. However, developing end-to-end navigation
methods that are capable of robust flight at high speeds in complex environments is a
long-standing challenge that remains unsolved. Traditional trajectory-based optimization
methods need to prebuild a mathematical model for the environment, which usually re-
quires a map construction procedure, such as the ESDF map [10–16]. However, the mapping

Drones 2023, 7, 609. https://doi.org/10.3390/drones7100609 https://www.mdpi.com/journal/drones

https://doi.org/10.3390/drones7100609
https://doi.org/10.3390/drones7100609
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/drones
https://www.mdpi.com
https://orcid.org/0000-0002-4232-8229
https://doi.org/10.3390/drones7100609
https://www.mdpi.com/journal/drones
https://www.mdpi.com/article/10.3390/drones7100609?type=check_update&version=1


Drones 2023, 7, 609 2 of 15

procedure tends to be time-consuming, and it is difficult to meet the real-time requirements.
Imitation-learning-based methods train a policy generator based on a large amount of
expert experiences [17,18]. However, by only imitating the human experience, the learned
policy generator cannot handle unseen scenarios and would make a inappropriate decision.

In recent years, learning-based end-to-end algorithms such as soft actor–critic (SAC) [19]
combined with convolutional neural networks have been investigated. SAC is an offline
deep reinforcement learning (DRL) algorithm that employs a stochastic policy to maximize
the sample utilization. These end-to-end algorithms can directly map the visual observa-
tions, attitude, and desired target information of a flying robot to the action output of the
agent. In related work [20], a proposed sensor-level DRL-based policy surpassed tradi-
tional algorithms in complex pedestrian scenario navigation tasks using a ground robot
platform, which was greatly impressive. Although neural-network-based methods may be
less explainable, they are still preferred, since they do not require rigorous mathematical
proofs or tedious theoretical analyses. In the study of Xue et al. [21], seven ranging sensors
were used for the perception of the environment, and a reinforcement learning approach
based on an actor–critic framework was used to the achieve autonomous navigation of the
UAV in an unknown environment. Similarly, in Zhang et al.’s study [22], more than seven
laser ranging sensors were used to sense the environment, and an improved TD3-based
algorithm was used to realize an autonomous navigation task for a UAV in a multi-obstacle
environment. However, both methods are dependent on ranging sensors, and neither of
them can accurately perceive the environment in the UAV’s forward direction.

In this work, our algorithm assumption is that a UAV can achieve intelligent naviga-
tion by only relying on visual inputs and its own attitude information. The reason behind
this assumption is inspired by human experiences. Humans can achieve autonomous
exploration and navigation in an unknown and complex environments based on visual
observation. Therefore, we follow the deep reinforcement learning route and focus on
designing an efficient visual processing procedure. Our proposed method mainly uti-
lizes vision sensors and onboard inertial measurements to achieve the robust autonomous
navigation of flying robots. In contrast to existing works, it does not require computa-
tion or prebuilt maps, which can effectively reduce the perception latency. To tackle the
low-sample complexity issue [23] in DRL, a previous work, SAC_RAE [24], has been pro-
posed to use a regularized autoencoder (RAE) to project raw pixels into a latent state
before being fed into the DRL module. However, to improve the processing efficiency,
the SAC_RAE downsamples the projected feature map in the autoencoder multiple times,
which results in significant information loss. In this work, we propose a focus autoen-
coder (FAE) to enhance the representative ability of the features with a large receptive
field while still keeping the processing procedure efficient. We conducted extensive exper-
iments to validate the effectiveness of our method, as shown in Figure 1. Our proposed
SAC_FAE can outperform SAC_RAE and trajectory-based optimization methods by 10%
and 19% in the navigation success rate, respectively. In addition, our proposed SAC_FAE
outperformed other methods in multiple test environments, which validates the effec-
tiveness and good robustness of our method. Our code implementation is available at
https://github.com/LHL6666/SAC_FAE (accessed on 23 September 2023).

The rest of this paper is organized as follows. We review the related works on the
autonomous navigation of aerial robots in Section 2. Section 3 provide the details of
our proposed method. Section 4 and Section 5 provide a detailed introduction of our
experimental setup and an evaluation of the experimental results, respectively. Finally, we
conclude the work in Section 6.

https://github.com/LHL6666/SAC_FAE
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Figure 1. A snapshot of a flying robot deployed with the proposed method flying in one of the
experimental scenarios. Trajectories shown of proposed flying robot autonomously navigating
through a natural forest scene.

2. Related Works

In the field of automatic navigation for flying robots, various approaches to achieve
autonomous flight have been proposed in the literature, which can be broadly catego-
rized into the following three types: (1) Trajectory-based optimization methods: These
methods involve designing a set of optimal trajectories that the robot should follow to
reach its destination. They commonly rely on mathematical models and algorithms to
generate the trajectories, and they typically require accurate information about the envi-
ronment and the robot’s dynamics; (2) Imitation-learning-based methods: These meth-
ods require a large amount of expert experience to fit an AI model that performs well
in specific environments, but they have poorer generalization and exploration capabil-
ities; (3) Reinforcement-learning-based methods: These methods represent a promising
approach to achieving autonomous flight, which involves training an intelligent agent
to learn how to navigate by interacting with its environment and receiving feedback in
the form of rewards or penalties. Reinforcement-learning-based methods require a large
amount of data for training, but they can use simulation software to obtain this data, thus
making them more cost-effective than other methods. Additionally, the agent can continu-
ously explore and learn from its environment, thus ultimately achieving comparable results
to human experts. Next, we will introduce these methods in more detail.

2.1. Trajectory-Based Optimization Algorithms

Fast-Planner [25] and EGO-Planner [26] utilize certain search rules to find collision-
free paths and optimize those paths for dynamic feasibility and smoothness. Fast-Planner
features its stability, which is based on the approach of projecting depth images onto point
clouds to construct ESDF maps and subsequently performing a path search and trajectory
optimization. Since the planning algorithm needs to operate on the constructed ESDF map,
the delay of the observation information becomes more prominent. This also means that, in
order to achieve better performance, the speed of the flying robot must be strictly limited.
Moreover, it should be noted that, due to the adaptive modification of the target point by
trajectory optimization, Fast-Planner is not suitable for tasks in challenging environments
requiring high-precision navigation. In navigation experiments conducted in complex



Drones 2023, 7, 609 4 of 15

scenes, the planner may exhibit conservative behaviors, because the target point does not
impose a sufficient constraint on the behaviors, thereby resulting in a higher likelihood of
task timeout without completion.

EGO-Planner is an improved planning algorithm that is based on Fast-Planner with
an improved decision-making ability. This reduces the probability of task timeout while
increasing the success rate. Interestingly, even when the planning horizon of EGO-Planner
is increased several times, the algorithm still boldly explores and plans trajectories filled
with exciting maneuvers such as frequent emergency turns for flying robots. In addition,
the planner requires frequent restarts to reduce data errors.

For navigation in complex unknown environments, these typical algorithms combine
online mapping and traditional planning algorithms. From an engineering perspective,
splitting the navigation task into environmental perception and local planning is attractive,
because each component can be performed in parallel, thereby making the overall system
more efficient and interpretable. However, there is a time–space mismatch between the
output of the perception module and the joint debugging of the planner, which makes
the interaction between different stages amenable to compound errors to a large extent.
Additionally, their sequential nature introduces additional delays that make maneuvering
at high speeds and with agility difficult. Although these issues can be mitigated to some
extent by manual tuning with expert knowledge, the divide-and-conquer principle that
prevails in autonomous flight research in unknown environments commonly imposes
fundamental limits on the speed and agility that flying robotic systems can achieve.

2.2. Imitation-Learning-Based Algorithms

Imitation-learning-based agents learn how to navigate by observing the trajectories
of human experts or other robots that have completed specific tasks. Typically, a large
volume of observational data is collected and used to train a neural network policy that
can replicate an expert’s decision-making process. The policy then predicts the next action
to be taken from the input observation data and achieves the navigation goal by executing
those actions. Imitation-learning-based algorithms are simple to train and, with sufficient
training data, robots can learn how to navigate on their own. However, if the training data
are insufficient or noisy, the policy may fail to make an optimal decision. Additionally,
since the algorithm learns and selects actions based on existing data, it may be unable to
handle situations it has never seen before. Typical published studies [18,27,28] used an
imitation learning algorithm to train a policy as closely as possible to the expert’s behavior.
However, the policy was heavily dependent on the input experience.

2.3. Deep-Reinforcement-Learning-Based Algorithms

Recently, research on end-to-end robot navigation using DRL has become increasingly
popular. Yarats et al. [24] proposed a SAC_AE policy with regularization constraints on the
decoder loss. Then, in [29], Huang et al. used the regularized SAC_AE policy (SAC_RAE) to
complete a distributed multiUAV collision avoidance task, where the flying robots were able
to avoid each other and reach the target point using only the depth image from a front-facing
deep camera. However, the validity of this policy was not well-demonstrated, because
the experiment was conducted in an unobstructed open space. Following the success of
the transformer [30] in the CV field, a combination of the transformer and reinforcement
learning has been proposed in several works [31–33]. In these works, transformers were
used to extract feature information from observation, which was then input into the policy
network for learning, thereby achieving satisfactory results in their task scenarios.

However, we have noticed that the introduction of transformer modules in DRL
may make policy training more challenging. Nevertheless, the literature suggests that it
is theoretically possible to use vision transformers to build an encoder network for the
perception module, which takes in all observation information (including depth images
and agent state information), extracts latent variables, and computes the attention between
them. In practice, transformer modules may lead to unstable learning, particularly in
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situations in which the agent’s action set is rich and continuous. Therefore, to address this
issue, we explored methods to increase the receptive field of convolutional modules, rather
than relying solely on the large receptive field advantage of transformer modules.

3. Methodology
3.1. Problem Formulation

The objective of this study was to enable a flying robot to navigate rapidly in complex
and unpredictable wild environments using DRL. The agent was limited to receiving only
the depth image within a 15-m range ahead (consistent with the ZED Mini stereo camera)
and its own pose information, thereby leading to restricted observation of the interaction
process with the environment. Therefore, this study falls under the category of POMDP
(Partially Observable Markov Decision Process), described as a 7-tuple (S ,A, T ,R, Ω,O, γ).
Therein, the state space S represents the hidden variable, A is the action space, function
T (s′ |s, a) denotes the state transition probability,R is the reward function, O is the obser-
vation space, γ is the discount factor, and Ω(o|s, a) represents the observation probability.

At the beginning of each episode, target points are randomly generated in an inter-
active environment with a constant Euclidean distance. The episode ends only when the
target point is reached, timed out, or when the distance to the obstacle is less than that of
the safe value. Specifically, at each time step t, the flying robot obtains a frame for visual
observation ot

z and a frame for pose observation ot
p. It then executes action at, and it obtains

the environment’s reward rt. By repeating this process, the strategy guides the agent to
avoid obstacles and reach the target point by outputting the desired action.

3.2. Policy Setup
3.2.1. Observation Space

The pose observation op consists of three parts: op = [og, ov, oa]. Therein, og denotes
the target position information in the body coordinate system, ov denotes its own velocity
observation, and oa represents the acceleration observation. The visual observation oz
includes four consecutive 160 × 120 depth images at adjacent moments. At each time step
t, the observation information obtained by the agent is ot = [ot

z, ot
p].

3.2.2. Action Space

Our agent enjoys complete control freedom without explicit limitations on its action
space. At each time step t, our policy outputs an action command consisting of four
degrees of control: vx, vy, vz, and yaw_rate. vx, represents velocity in the x direction of
the body coordinate system for the scaling factor k ∈ (0, 4), and it has a value range of
k · 3 · [−0.2, 1.0] m/s. Similarly, vy and vz representing velocity in the y and z directions,
respectively, and they have a value range of k · 2 · [−1.0, 1.0] m/s, while yaw_rate repre-
sents the rate of change in the heading angle of the agent, and it has a value range of
k · 1.6 · [−1.0, 1.0] rad/s; k is always equal to 1 in our experiments.

3.2.3. Reward Setup

Sparse rewards can make it challenging for reinforcement learning algorithms to learn,
because the agent must undergo multiple trial-and-error iterations to discover the right
course of action. However, incorporating auxiliary rewards can facilitate learning the
correct policy, thus leading to a faster and more efficient learning process. Our reward
function is composed of two distinct components. First, the rg guides the agent to complete
the primary task. The second component, ra, assists the agent in learning a policy to
expedite the achievement of this objective and penalizes the agent for outputting an
inefficient action to encourage the generation of a more efficient output. At time step t, the
reward function can be described as follows:

rt = rt
g + rt

a (1)
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For a basic reward, Rb (Rb ∈ N+), rt
g, and rt

a are calculated as follows:

rt
g =

{
Rb if

∥∥gt
∥∥ < 1.0

−Rb if collision occurs
(2)

rt
a = Rb · (

∥∥gt−1 − gt
∥∥

g0 − α

tmax −
β

tmax ·M) (3)

The α parameter encourages the flying robot to reach its target point as quickly as
possible, either by taking a shorter path or by moving at a faster speed. The β parameter
motivates the flying robot to reduce the angle between the velocity vector direction and
the visual observation direction to reduce unnecessary blind flight adventures of the flying
robot. For example, a flying robot may choose to climb directly vertically to the top of an
obstacle and then move toward a target point to avoid the obstacle, or the flying robot may
appear to fly sideways to the left or right or backwards so that it is not able to visually
observe movement in the direction. The settings for the α and β parameters should be
between 0 and 1. The M parameter is used to determine whether the flying robot has
abnormal movements, such as unnecessary blind flight adventures; if the strategy outputs
an abnormal action, then M = 1. g0 represents the Euclidean distance between the starting
point and the target point,

∥∥gt−1 − gt
∥∥ represents the Euclidean distance of the straight-line

distance that the agent moves to the target point at the current moment, and tmax represents
the maximum time steps of actions that can be executed in each round of episode.

In our experiments, we set α, β, and Rb to 0.1, 0.5, and 20, respectively.

3.3. Network Architecture

Our method flow chart is shown in Figure 2. Our method consists of three key
modules, i.e., the vision encoder, the state encoder, and the reinforcement learning (RL)
policy module. Two encoders extract critical information and project it onto a feature vector
on depth images and IMU information, respectively. After that, two extracted features are
concatenated and fed into a reinforcement learning policy module for strategy learning.
According to the current environment, the RL module returns a set of actions for UAV
control, including velocity on three dimensions and yaw rate.

Depth image

IMU

Target Position

Reinforcement 
Learning Policy

Vision Features

State
Encoder

Vision 
Encoder Action

State Features

UAV
Control

𝑣𝑣𝑥𝑥 𝑣𝑣𝑦𝑦
𝑣𝑣𝑧𝑧 𝑦𝑦𝑦𝑦𝑦𝑦 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟

𝒐𝒐𝒈𝒈 = (𝒙𝒙,𝒚𝒚, 𝒛𝒛)

{𝑣𝑣𝑥𝑥, 𝑣𝑣𝑦𝑦 ,𝑣𝑣𝑧𝑧,𝑦𝑦𝑦𝑦𝑦𝑦 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟}

Figure 2. Method overview.

Our SAC_FAE network structure, as shown in Figure 3, employs convolution to
acquire latent variables from visual observations. However, we did not simply utilize
plain convolutional autoencoders. Instead, we utilized a focus module to execute a unique
type of convolution operation. The focus module was originally embodied in YOLO v5
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and is featured in the use of the number of channels in exchange for the resolution of
the feature map. This operation groups the input tensors by channel, arranges pixels in
each channel in a particular order, and performs ordinary convolution operations. This
grouping and rearrangement process effectively decreased the amount of computation
and memory consumption required by the focus module. Specifically, we used a slicing
operation to divide a high-resolution feature map into multiple low-resolution feature
maps and concatenated them on channels.

Figure 3. Schematic diagram of SAC_FAE network structure. Each linear layer is followed by
a SiLU activation function, where Conv represents the convolutional layer, Deco represents the
deconvolution layer, and BN stands for batch normalization. The measurement feature and encoder
feature are concatenated in the last dimension and transferred to the multilayer perception (MLP)
layer of the actor and critic networks.

This approach enabled us to complete downsampling operations without losing
information and enhance the feature expression capacity of the proposed model through a
larger receptive field. Although we can obtain lossless feature information and enhance the
global receptive field through the focus operation, much of the feature information is still
redundant and does not help in model training. Therefore, after each focus operation, we
used a 3× 3 convolutional layer to reduce the number of channels to half of the original.
Simultaneously, we truncated the gradients from the actors to avoid the impact of the
exploration process on the uncertainty of the encoder learning.

The encoder extracted 384 latent variable features (encoder feature dim) from the input
image observations. For the pose and target point of the flying robot, 128 latent variable
features (measurement feature dim) were obtained after two layers of MLP. Both the actor
and critic had a 4-layer multilayer perception (MLP) with 1024 units.

3.4. Training Strategies

To improve the sample efficiency, we utilized experience replay buffers to store the
environment interaction trajectories. We discovered that the hyperparameters of the buffer
capacity and training frequency play an important role in determining the final outcome.
Setting the buffer capacity too high can impede the learning process and increase model
complexity, because there will be differences between the data generated before and after
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the policy interacts with the environment. When the replay buffer is set too small, it leads
to unstable training, and the results tend to fall into local optima. Therefore, the buffer
capacity was set to store approximately 50 interaction fragments and train them at the end
of each round. The pseudocode for our policy-training process is presented in Algorithm 1.

Algorithm 1: Policy training

Initialize environment, policy, and replay buffer B;
for i = 0 to max episodes do

for j = 0 to max timesteps do
if not terminal then

Select action aj;
Interact with environment;
Receive rj, oj+1, terminal;
Store [oj, aj, rj, oj+1, terminal] to B;

end
end
while cnt < 200 do

Randomly sample batches of trajectories [o, a, r, onext, terminal] from B;
update policy network;

end
end

4. Experimental Setup
4.1. Simulation Assessment

We built multiple simulation environments in Unreal Engine 4, and we used the
AirSim plugin to complete the flight simulation of the flying robot. The flying robot was
trained on a computer equipped with an Intel i9-11900k, NVIDIA RTX A4000, with 64 GB
of RAM. A policy network was constructed using the Pytorch library. The frequency for
obtaining the depth image of the flying robot was 10 Hz (160× 120), the control frequency
was 20 Hz (main loop frequency), and the camera field of view was 120°. In all experiments,
the effective range of the depth image was [0.1, 15.0] meters, which is consistent with
the popular ZED Mini stereo camera. Gaussian noise with a mean of 0 and a variance of
0.1 was added to the acquired true depth image. Using home as the origin, before the start
of each episode, a point on a circle with a radius of 20.0 m was randomly selected as the
target point.

4.2. Policy Hyperparameter

The hyperparameters we set during policy training are listed in Table 1. The listed
hyperparameters can be divided into three categories. First, hyperparameters of the
optimizer for model training were used. Second, hyperparameters of the feature extraction
procedure were used. Here, we considered the feature dimensions of the visual feature and
state feature, respectively. Third, hyperparameters of the reinforcement learning procedure
were used.

Table 1. Hyperparameters.

Item Name Value

Activation SiLU
Optimizer Adam
Learning rate 3 × 10−4

Encoder feature dim 384
Measurement feature dim 128
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Table 1. Cont.

Item Name Value

Max time steps 400
Replay buffer B capacity 25,600
Batch size 256
Gamma 0.95
Actor update frequency 1
Actor log stddev bounds [−10, 2]
Critic target update frequency 2
Critic encoder soft-update rate 0.025
Critic Q-function soft-update rate 0.005

4.3. Performance Metrics

To reflect the effectiveness and robustness of the strategy over N consecutive episodes
(N = 50), we used the following performance indicators:

• Success rate (SR): The percentage of flying robots that successfully reached the corre-
sponding target point without collision in limited time step.

• Crash rate (CR): The percentage of total experiments in which the distance between
the flying robot and the obstacle was less than the safety value during the naviga-
tion process.

• Success rate weighted by path length (SPL): The proportion of robots that successfully
reached the target location, considering the path length, which is calculated as follows:

1
N

N

∑
i=1

Si
li

max(pi, li)
(4)

where Si is a binary symbol marking the success of the ith episode, pi refers to the
actual flight trajectory length of the robot in the ith episode, and li is the Euclidean
distance from the home point to the target point in the ith episode.

• Average Speed: The average speed of the flying robot, which is obtained from the
average speed of each episode.

• Max Speed: The maximum speed of the flying robot.

4.4. Experimental Steps

To verify the generalizability of the policy, we conducted training within a single
scenario and evaluated its performance across various scenarios. During experiments, we
implemented all methods in our simulation systems following their original implemen-
tations. The simulation settings were kept consistent during all experiments, including
resolution and effective distance of depth images, frequency of controller reaction, and
image acquisition. For the setup of the experimental scene, we simulated three testing
scenarios with different difficulties by adjusting the obstacle densities (0.1 m−3, 0.5 m−3,
and 0.9 m−3 for simple, medium, and complex scenarios, respectively), which can be
clearly observed in Figure 4. After training in Scene 2, our strategy underwent multiple
rounds of performance metric calculations in all three scenes to exhibit its robustness
and effectiveness.
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Scene1

Scene2

Scene3

Simple

Complex

Medium

Figure 4. Experimental scenes.

5. Results

Here, the SAC_RAE [29] was selected for comparison, since it is the first work to
achieve distributed multiUAV collision avoidance using deep reinforcement learning (DRL)
techniques. In addition, since we focused on improving the visual feature extraction in
this work, we also replaced the vision model of the SAC_RAE with two popular and
strong architectures, i.e., CNN and ViT, to construct two stronger variants for comparison,
i.e., SAC_CNN and SAC_ViT. In addition, we also selected two very popular traditional
trajectory generation optimization methods—Fast-Planner [25] and EGO-Planner [26]—for
comparison. We trained all of the DRL-based policies for 1200 episodes, and we measured
their performance outcomes using the aforementioned metrics in three different scenarios,
as shown in Table 2 and Figure 5. From Table 2, we have three observations. First, from
simple to complex scenarios, the performance of all methods became reduced, which
is reasonable, since it is difficult for autonomous navigation to take place in a complex
environment. Second, our method could outperform previous state-of-the-art (SOTA)
methods in most settings, with both a higher success rate and speed. Third, the proposed
model performed well in the timeout metric across multiple scenarios, which reflects the
decisiveness of the strategy in situations where multiple optimal solutions may exist.

Table 2. Experimental results.

Method

Scene 1 (Simple) Scene 2 (Medium) Scene 3 (Complex)

Flight Quality Speed (m/s) Flight Quality Speed (m/s) Flight Quality Speed (m/s)

SR CR SPL Avg Max SR CR SPL Avg Max SR CR SPL Avg Max

FAST-Planner [25] 0.10 0.32 0.10 1.64 3.07 0.16 0.34 0.14 1.80 3.43 0.10 0.74 0.10 2.40 3.36
EGO-Planner [26] 0.80 0.18 0.76 1.84 2.84 0.65 0.25 0.60 2.20 2.87 0.42 0.50 0.36 1.60 3.36

SAC_RAE [29] 0.80 0.16 0.66 1.96 3.32 0.62 0.38 0.60 2.36 3.38 0.14 0.86 0.13 2.29 3.15
SAC_CNN 0.56 0.44 0.44 2.15 3.18 0.48 0.52 0.43 2.39 3.32 0.20 0.80 0.18 2.37 3.19
SAC_ViT 0.00 0.26 0.00 0.86 1.12 0.00 0.02 0.00 0.85 1.11 0.00 0.20 0.00 0.86 1.12

SAC_FAE (Ours) 0.82 0.12 0.71 2.37 3.54 0.74 0.26 0.71 2.34 3.52 0.26 0.74 0.23 2.27 3.47
The numbers in bold represent the optimal data for this column.
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In the absence of pretrained weights, the SAC_ViT agent, based on its transformer
architecture, interacted with the environment to learn. Although this model possesses a
low crash rate compared to the other models, this is due to the fact that the model has
only mastered basic machine control, and its success rate was the lowest across scenarios.
Our analysis suggests that self-attention mechanisms require extensive learning and even
prior knowledge, which are similar to the approach described in [32], where they first
employed imitation learning from a large number of expert trajectories to endow their
strategy with some exploratory ability from the outset. However, long-term training
or the provision of expert trajectories is expensive and time-consuming. Under the same
experimental settings as those of the proposed method, the SAC_ViT performance remained
significantly improved.

Figure 5. The comparison result in Scene 1.

In the SAC_RAE architecture, this strategy performs multiple downsampling pro-
cedures on the projection feature map in the autoencoder, which is prone to a loss of
obstacle position information, and the probability of a collision or timeout will increase.
As is shown in Figure 6, the average reward of this architecture fluctuated significantly
during exploration.

Within the SAC_CNN architecture, only the gradient of the critic network was utilized
in the perception module of the policy, thus resulting in the fastest initial learning speed.
However, due to the instability of the critic during exploration, significant fluctuations can
occur. As a result, the convergence performance of this policy was comparable to that of
the SAC_RAE.

In addition, it is worth noting that the Fast-Planner algorithm was also effective, and
its timeout cases were usually due to modifications of the target position made by the
planner to ensure a better hovering attitude. Actually, in Fast-Planner, the inability to
place control points around obstacles presents a significant hindrance in dense obstacle
environments for flying robots; its selection of the control points avoids obstacles as much
as possible, but camera noise can sometimes lead to false perceptions of planned trajectories
or false perceptions as to whether the control points are within obstacles, thus leading to
replanning. In practice, the flying robots deployed with the Fast-Planner algorithm typically
came within 2.5 m of the expected target point in around 66% of the cases. The actual
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arrival at the target point itself occurred only rarely (though open scenes could facilitate
this). As our experiment considered navigation success only when the robot’s Euclidean
distance to its target was under 1.0 m, this prevented Fast-Planner from presenting the
same performance as EGO-Planner in the success rate metric.

EOG-Planner achieved a high success rates in most scenarios, especially in Scene 3,
where the success rate of EGO was higher than all the methods based on reinforcement
learning. The reason is that the simulation environments can only render depth images
at 10 Hz, which is significantly insufficient for fast flight in a complex environment. If
the camera signal is lost, the learned reinforcement learning strategy will sample a wrong
action, thereby leading to a higher crash rate. However, EGO-Planner modeled the UAV
dynamics and maintained the local map information. If the camera signal is lost, the
traditional planner can obtain the environment information from the built local map and
achieve the navigation.

Figure 6. A visual comparison result of the average return while agents interacted with the experi-
mental natural forest (blue line for Ours).

For the DRL-based strategies, we also display the average return during the training
process in Figure 6, where the shaded area represents the variance; it accounts for the
stability of the policy-training process.

6. Conclusions

We presented an effective focus autoencoder module in this study, which performed
the lossless downsampling of feature maps through slicing operations and achieved a larger
receptive field. Experimental results show that our method could outperform previous
SOTA methods in most settings, with both a higher success rate and speed. To demonstrate
the effectiveness of our strategy, we conducted multiple experiments ranging from simple to
complex scenarios in different complex environments. Our proposed method outperformed
in multiple test environments, thereby exhibiting good robustness.

Although we believe that there is great potential for combining deep reinforcement
learning with transformers, training intelligent agents based on transformers is challeng-
ing. We need to continuously develop more effective methods to promote community
growth and enable autonomous flying robots based on strong reinforcement learning to be
sufficiently powerful.
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